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Abstract

This thesis explores how prompt-based interaction with large language mod-
els (LLMs) can support stakeholders in applying the SENSE guideline for in-
tegrating a semantic explainability stack into cyber-physical systems (CPS).
The guideline is difficult in its application because of the technical complex-
ity and use of domain specific terminology. To address this, a specifically
developed prompt was designed that uses prompt engineering techniques
to guide LLMs through a structured support process. The prompt facili-
tates the step-by-step elicitation of domain knowledge by asking targeted
questions, enforcing structured output and applying behavioral rules such as
fact-checking, reflection and standardized CSV-style formatting.

The approach was evaluated using four LLMs - Deepseek-r1 (70B), LLaMA
3.3 (70B), GPT-4 and GPT-4 Turbo - along predefined criteria: completeness,
relevance and adherence to instructions. Results show that while all mod-
els varied in performance, GPT-4 Turbo achieved the highest completeness
score, while GPT-4 showed the most balanced overall performance across
all evaluation criteria. The findings demonstrate the potential of prompt
engineering to enhance LLM-based user assistance for domain knowledge
elicitation. This work contributes to bridging the gap between the technical
complexity of semantic explainability frameworks and end-user adoption in
CPS contexts.
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1 Introduction
Cyber-physical systems (CPS) enable automation by combining computa-
tional elements with physical systems [4]. With the increasing complexity
of CPS and the challenges they pose in terms of transparency, explainability
has become a critical factor [10]. In order to make well-founded decisions
and successfully integrate systems, it is important that stakeholders can un-
derstand and trust the behavior of such systems. The SENSE project 1 ad-
dresses these challenges by proposing a semantics-based explanation frame-
work for CPS. The project developed an explainability stack that integrates
semantic technologies, digital twins, and user-centered interfaces to create
explainable cyber-physical systems (ExpCPS) [2] that offer structured, com-
prehensible, and actionable insights into system behavior. ExpCPS combine
sensor-based monitoring, the control of physical processes and the mapping
of causal knowledge to make decision-making processes more transparent.
This allows stakeholders to understand how individual elements in the sys-
tem influence the overall result [2].

A central element of the SENSE framework is the use of a knowledge
graph (KG), which serves as a structured knowledge base and maps system
knowledge and interrelationships. However, the creation and population of
such a graph is associated with considerable challenges [12], especially in the
area of knowledge elicitation, the process of capturing, structuring and inte-
grating domain expertise [6]. When using the SENSE guideline to integrate
the SENSE explainability stack into an existing system, users must enter
various attributes in an Excel template including platforms, sensors, their
connections, observable properties and specific instances. However, applying
the rules of the SENSE guideline to correctly structure and present system
information can be complex and difficult to understand.

This work addresses the existing challenges through a structured, prompt
engineering-based approach to support the implementation of the SENSE
guideline. The focus is on a carefully designed prompt that uses established
prompt engineering techniques to guide LLMs through a step-by-step support
process. Clear instructions, targeted questions and predefined output struc-
tures reduce the complexity of the guideline and enable consistent, structured
documentation of results. Outputs are in CSV-style spreadsheet format so
that data can be transferred directly into the SENSE Excel template. With
a strong focus on usability and comprehensibility, the prompt makes it easy
to navigate through the technical complexity of the SENSE framework - even
for users with no prior knowledge of semantic technologies.

1SENSE Project: https://sense-project.net (accessed April 15, 2025)
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To guide this investigation, the following research questions are addressed:

• How can existing prompt engineering techniques be synergistically inte-
grated to consistently generate accurate and structured outputs that con-
form to the SENSE guideline for knowledge graph construction? [RQ1]

• To what extent do Deepseek-r1 (70B), LLaMA 3.3 (70B), GPT-4 and
GPT-4 Turbo differ in terms of output completeness, relevance, and
adherence to instructions and patterns when assisting with knowledge
graph construction? [RQ2]

To answer these research questions, this work relies on the combination of
various prompt engineering patterns, which are integrated into a structured
prompt. This prompt supports the systematic collection and validation of
domain-specific knowledge and outputs the collected data in a standard-
ized CSV format. Through a detailed evaluation of the interaction with
the Deepseek-r1, LLaMA 3.3, GPT-4 and GPT-4 Turbo models, the quality
of the results obtained is analyzed and assessed in terms of completeness,
relevance and adherence to instructions and patterns.

The structure of this thesis is as follows: Section 2 provides an overview
of related work, covering key concepts such as CPS, semantic technologies,
knowledge elicitation and relevant foundations for LLM use in elicitation pro-
cesses, including prompt engineering. Section 3 outlines the research method-
ology, detailing the prompt development process, technical implementation
and the set of applied prompt engineering patterns. Section 4 presents the
evaluation and results, including the definition of the test scenario, model
performance assessments, and a comparison across four LLMs. Section 5
concludes the thesis with a discussion of findings, implications for future
work and considerations for enhancing the evaluation framework.

2 Related Work
This section summarizes relevant literature and existing research findings
in order to provide an understanding of the context of this work and de-
fine the theoretical framework. First, fundamental concepts in the field of
cyber-physical systems (CPS) are presented. Semantic technologies and their
significance for knowledge modeling are then discussed. The focus is also on
the challenges and methods of knowledge elicitation, in particular the acquisi-
tion and structuring of implicit and domain-specific knowledge. In addition,
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relevant prompt engineering techniques that are used to interact with LLMs
are presented. Finally, user-centered design principles are discussed in or-
der to emphasize the relevance of a user-centered approach in the design of
interactive systems.

2.1 Cyber-Physical Systems

Cyber-physical systems (CPS) integrate computational, physical, and com-
munication components, enabling them to adapt interactively to dynamic
contexts [4, 17]. Practical examples include autonomous vehicles [4], 3D
printers [10] and traffic management solutions [3] that adapt to changing en-
vironments - illustrating the adaptability of cyber-physical systems and their
impact in different industries [3, 17]. By design, they learn, self-reconfigure
and cooperate with other systems [3]. These capabilities arise from the in-
teraction of sensors and algorithms that automate complex processes and at
the same time continuously process large volumes of data in order to make
well-founded decisions [10, 17]. Technological advancements like miniatur-
ized circuits, faster networks, cost-effective innovations, and semantic web
technologies strengthen the intelligence and ubiquity of CPS [3]. However,
CPS face several challenges - including their black-box behavior, which makes
traceability and transparency difficult [3]. Further challenges arise from con-
textual influences such as ambient temperature or time, which can trigger
anomalies and make system analysis more difficult - especially in view of the
high speed and variety of log data in CPS [10].

Explainable cyber-physical systems (ExpCPS) [2] have been developed
to close existing transparency gaps. These systems integrate explainability
mechanisms, such as ontology-based models, causal reasoning and knowledge
graphs, directly into existing CPS infrastructures. By explicitly mapping
the relationships between system components and environmental influences,
ExpCPS are intended to make it easier to understand why unexpected events
occur. This increases traceability and strengthens trust in the system [2].

With the increasing complexity of CPS, it is becoming increasingly im-
portant to ensure transparency and traceability. This thesis addresses these
challenges by using the SENSE framework to improve explainability through
a prompt-based approach.

2.2 Semantic Technologies

Semantic technologies offer a structured vocabulary for defining relationships
between heterogeneous system components [17]. Ontologies form the basis
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for this by describing the central terms of a specialist area and their interre-
lationships. Knowledge graphs (KGs) can be created on this basis, which are
continuously expanded to include causal relationships - for example from log
data or context information [10]. KGs are data structures that capture and
map real knowledge [9]. Nodes in the graph represent entities, while edges
describe their relationships [9]. They enable a structured representation of
domain knowledge and support, among other things, conclusions, semantic
interoperability and the integration of different data sources [12]. KGs can
also be flexibly expanded as they are adaptable to new data, which makes
them particularly scalable [9]. However, building such graphs is complex and
requires extensive expertise to precisely define entities, relationships and hi-
erarchies. This makes the process both time-consuming and labor-intensive
[12].

Semantic technologies - especially knowledge graphs - offer a structured
and scalable way of mapping relationships in CPS. However, their implemen-
tation often represents a high barrier to entry. This work tackles exactly this
problem: It presents a prompt-based approach that supports and simplifies
the filling of knowledge graphs through guided interactions with LLMs.

2.3 Knowledge Elicitation

Knowledge elicitation refers to the process of capturing knowledge from in-
dividuals in order to make it accessible to a larger group of people - for
example in organizational contexts [6]. The aim is to use methods and tools
that enable knowledge to be collected and reviewed effectively [6]. However,
this process is associated with numerous challenges. A key reason is that
a large proportion of knowledge is implicit - i.e. deeply rooted in personal
experiences and difficult to put into words or formalize [6]. In addition, the
ability to clearly formulate knowledge varies greatly between experts, which
makes it even more difficult to collect [6]. Moreover, experts can be subject
to cognitive biases, such as overestimated self-confidence or the anchor effect.
Such effects can lead to the recorded knowledge being inaccurate or distorted
[15, 11]. If knowledge is collected from several experts, the complexity in-
creases further: the various contributions must be brought together, taking
into account dependencies and correlations [15]. Many knowledge elicitation
processes are also unsystematic. They are based on ad-hoc methods, which
often leads to inconsistent or unreliable results [11]. There is also often a
lack of transparency and comprehensible documentation - which makes it
difficult to trace statements or methods used [11]. Effective knowledge elic-
itation therefore requires close, repeated collaboration with experts, which
makes it time-consuming and resource-intensive. [11].
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This thesis presents a prompt-based approach that utilizes LLMs and
natural language processing methods to specifically support and simplify the
process of knowledge elicitation.

2.4 LLMs in Knowledge Elicitation

LLMs have developed considerably in recent years and are now able not only
to process natural language, but also to link it logically and communicate
precisely. This opens up a wide range of possible applications in professional
contexts [20]. Among other things, they provide support in the generation
of content, the summarization of information and the targeted retrieval of
domain-specific knowledge [20]. A key success factor is the ability of these
models to adapt to the individual needs and prior knowledge of users [20].
Context-dependent answers that take into account the level of knowledge
of the respective person can significantly increase the comprehensibility and
relevance of the information and thus increase the practical benefits for stake-
holders [20]. A user-centered approach is essential for successful use in pro-
fessional fields of application [1]. This includes transparent communication
of the capabilities and limitations of LLMs so that users can make informed
decisions about how to use the model appropriately [1].

Models such as LLaMA or GPT have proven to be particularly promising
for complex tasks such as knowledge elicitation. This thesis explores how
structured prompt-based interactions can enhance stakeholder understanding
and efficiency in knowledge graph construction within the SENSE framework.

2.5 Prompt Engineering

Prompt engineering emerges as a systematic process to enhance interac-
tions with LLMs, offering reusable techniques [7] and patterns that improve
prompt efficiency and quality [21]. A prompt is a text-based input that is
given to an LLM to control its behavior and specifically influence the desired
result [14]. It acts as a kind of instruction that provides the model with the
necessary context to perform a specific task [14]. A well-designed prompt
usually contains a clear instruction for action and can also contain input
data, background information or information on the desired output format.
[14].

White et al. [21] introduced prompt patterns, which are divided into five
central categories, each supporting specific objectives and helping to achieve
consistent results:

• Input Semantics: focuses on clarity, context and ambiguity resolution
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so that LLMs can accurately interpret prompts in different use cases.

• Output Customization: allows users to customize the format, tone
or audience of responses so that results are tailored to professional or
creative requirements.

• Error Identification and Correction: supports an iterative im-
provement process where users incorporate feedback, review details and
incrementally refine outputs to increase their reliability.

• Prompt Improvement: aims to optimize weak prompts - for exam-
ple, by breaking complex queries into smaller units or adding examples
- to encourage more targeted model responses.

• Interaction: emphasizes posing questions rather than merely gener-
ating output [21].

Prompt engineering encompasses a variety of techniques aimed at over-
coming the challenges of creating effective prompts. The right technique can
help to target an LLM and generate relevant, task-appropriate output [14].
In order to maximize our prompting strategy we use instructive prompts
[7], directing the model with clear and task-specific instructions. We use a
persona technique [14] to dedicate the LLM into an Assistant role. Another
technique we use is question-answer prompts [7, 14], where we frame the
prompts around specific questions. Not only do we ask the model specific
questions, but define questions that the model should ask the user. It is
important to follow certain prompting techniques in order to avoid typical
pitfalls [7]. Prompts by inexperienced users tend to be vague and lack speci-
ficity which lead to unclear, generalized or incomplete responses [7]. Prompts
that are formulated too specifically, on the other hand, can limit the flexibil-
ity of the model [7].

It is crucial to find a balance between input that is too vague and input
that is too detailed. If this balance can be achieved, answers can be gener-
ated that can react both precisely and flexibly to different situations. Prompt
engineering creates the necessary framework for structured interaction with
LLMs, making them usable for specialized tasks. This thesis uses prompt
engineering techniques to specifically support LLMs in understanding and
responding to user input in the process of implementing the SENSE guide-
line. Drawing on the work of White et al. [21], which categorizes prompt
patterns into five central groups, this thesis integrates selected patterns from
each category into the prompt design to increase its effectiveness and ensure
consistent, structured output.

13



2.6 User-Centered Design

In order to maximize user centered design, UCD (User centered design) prin-
ciples were integrated into the development of the prompt. UCD emphasizes
iterative system development centered on user needs [19]. Through repeated
cycles of prototyping and testing, UCD practitioners can align functionality
with user expectations and ensure products remain useful [13]. Methods such
as task analysis make it possible to observe users in real application contexts
and divide complex workflows into manageable individual steps. In this way,
key design aspects can be identified. [13, 19]. An iterative design approach
proves particularly helpful in prototyping: stakeholders can provide feedback
on user-friendliness, efficiency and accuracy at every stage of development.
[19]. Scenario-based evaluation provides additional insights and deepen the
understanding of user-relevant requirements [19]. By applying user-centered
design methods - especially iterative prototyping and systematic usability
evaluations - user satisfaction can be improved in a targeted manner [13].
Open feedback loops and the inclusion of real user experiences help to de-
velop prototypes that meet the specific requirements of a domain [13, 19].

A user-centered design approach ensures that the prompt-based approach
meets the expectations and needs of stakeholders and makes complex frame-
works such as SENSE more accessible. By integrating UCD principles into
the design of the prompt, this work aims to increase user-friendliness and
support users specifically in the application of the SENSE guideline.

3 Methodology
This section describes the methodological approach of this work, which aims
to systematically develop and evaluate a structured prompt to support users
in gathering domain knowledge according to the SENSE guideline. To achieve
this, a combination of the design science research (DSR) framework and a
structured evaluation framework is employed. The DSR framework provides
the overarching methodological structure for the iterative development pro-
cess, while the evaluation framework guides the systematic assessment of
the developed prompt based on defined criteria. The evaluation involves a
comparative analysis of four LLMs: Deepseek-r1 (70B), LLaMA 3.3 (70B),
GPT-4, and GPT-4 Turbo.

Following the presentation of the methodological foundations, the prompt
development process is described in detail, highlighting the iterative refine-
ment through practical testing. Subsequently, the specific prompt design and
engineering patterns applied during the development phase are introduced.
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The technical implementation, including the computational setup and evalu-
ation infrastructure, is then outlined. Finally, a concrete use case is presented
that illustrates the practical context in which the developed prompt is to be
used. In this section, the structure and requirements of the SENSE guideline
are explained in more detail, highlighting in particular the steps that users
must follow to document system knowledge in a structured and semantically
consistent manner.

3.1 Design and Evaluation Framework

This thesis uses DSR framework as the overarching methodological structure
guiding the iterative development of the prompt. In addition, a structured
evaluation framework is applied to systematically assess the quality and ef-
fectiveness of the developed prompt. Together, these frameworks address
the practical challenge of supporting users in the application of the SENSE
guideline and the integration of the explainability stack into existing systems.

DSR aims at the development and evaluation of artifacts [5] and is there-
fore particularly well suited to systematically address practical challenges -
such as the development of a prompt-based support for the elicitation of
domain knowledge. The DSR approach is divided into three interconnected
cycles [8]:

• Relevance Cycle: The research work is based on the practical chal-
lenge of simplifying the creation of KGs for CPS - in compliance with
the requirements of the SENSE framework. This requirement forms the
basis for the design of the prompt and ensures that the work addresses
concrete, practical issues.

• Design Cycle: The iterative design and further development of the
prompt-based support follows this cycle. The prompt is continuously
created, tested and revised in order to meet the needs of users and
improve the performance of the system.

• Rigor Cycle: The research draws on existing theoretical knowledge to
design an artifact that is both innovative and based on proven methods
and findings [8].

To complement the DSR approach, an evaluation framework was devel-
oped, specifically geared towards the systematic assessment of the prompt.
The evaluation focuses on three main criteria: completeness (whether all el-
ements of the prompt are addressed), relevance (whether the output is on
topic and appropriate in context), and adherence to instructions and patterns

15



(whether the output follows certain rules and patterns). To perform the eval-
uation, a comparative analysis was conducted using four LLMs: Deepseek-r1
(70B), LLaMA 3.3 (70B), GPT-4, and GPT-4 Turbo. These models were
evaluated based on the outputs generated when interacting with the devel-
oped prompt, following a structured testing procedure.

The evaluation results provide valuable feedback that is integrated into
the iterative design process, contributing to the gradual improvement of the
quality, usability, and effectiveness of the prompt as part of the design science
research cycle.

The next section will take a look at the development process of the
prompt. This process was shaped by the design cycle of the DSR framework
and focused on iterative refinement through practical testing. The section
explains how the prompt was gradually improved over multiple versions to
better support users in applying the SENSE guideline.

3.2 Prompt Development Process

A structured prompt was developed to help users apply the SENSE guide-
line step by step and to facilitate the integration of the explainability stack
into existing systems. The core of the approach is a carefully formulated
prompt that triggers a step-by-step, dialog-based interaction with a LLM.
The prompt guides users through the entire process by asking specific ques-
tions, providing contextual explanations, and ensuring that individual steps
are completed in the correct order. This design aims to make the complex
knowledge elicitation process accessible and understandable, particularly for
users without prior experience in semantic technologies.

The development of the prompt followed an iterative process aligned
with the design cycle and comprised four versions. Each version was re-
fined through practical testing of the model’s behavior, with the goal of
improving the flow of the conversation, minimizing misunderstandings, and
ensuring that the LLM consistently adheres to the SENSE guideline. The
final version focuses on the first three steps of the guideline: establishing a
common understanding of terms, clarifying system objectives, and identify-
ing key system components and their interrelationships in a structured and
comprehensible manner.

After outlining the prompt development process, the focus now shifts to
the design and engineering patterns that structure and govern the interaction
flow.
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3.3 Prompt Design and Engineering Patterns

The prompt is designed as a guided interaction and supports users in inte-
grating the SENSE explainability stack into their system. In the role of an
interactive assistant, it ensures that integration takes place along the SENSE
User Guideline - precisely and consistently across all steps. To begin with,
the prompt creates a common conceptual foundation by defining central sys-
tem components such as platforms, sensors and hierarchical relationships.
These terms form the framework of the interaction and must be consistently
observed throughout the entire process.

To ensure a structured and reliable interaction, the prompt follows three
central rules of behavior. First, it contains a fact-checking mechanism:
After each major step (step 1, 2 and 3), the LLM creates a list of critical as-
sumptions that need to be checked by the users. Second, a reflection step is
integrated, where the model reveals its reasoning after each answer and makes
assumptions transparent. Thirdly, all data must be output in a structured,
tab-delimited table format (CSV) so that it can be transferred directly
into the provided SENSE Excel template that accompanies the guideline.
This multi-sheet template, for example, provides predefined columns such as
Platform, PlatformType, hostedBy_Platform, and so on; with a simple copy-
and-paste of the LLM-generated CSV tables, the worksheets are populated
automatically.

The prompt is designed as a step-by-step (step 1, 2 and 3 including sub-
steps 3.1 and 3.2) process that systematically gathers and validates system
information. In step 1, the LLM introduces itself, explains key terminolo-
gies and outlines the behavioral rules before moving forward. In step 2,
the user defines goals of integrating the stack into their system and identi-
fies key questions that need to be addressed. The model then breaks down
these responses into structured components (and sub-questions, if needed)
and verifies them for accuracy. Step 3 focuses on building a representation
of the system, guiding the user in listing all platforms, sensors and their re-
lationships. In steps 3.1 and 3.2, the user further specifies platform types,
sensor types, and observable properties, while the LLM ensures consistency
in hierarchical connections and overall data structure.

To make it easier to understand, the prompt uses a simplified example
("toy example") in which a household platform with a charging station for
electric vehicles (EV charger) and a battery is introduced. This example
is gradually expanded over the course of the interaction and serves to illus-
trate how platforms, sensors and their relationships should be documented
correctly. Through clear explanations of terms, structured validation steps
and a systematic process, the prompt ensures that users record their sys-
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tem completely, correctly and consistently in accordance with the SENSE
guideline.

We used seven prompting patterns based on the paper "A Prompt Pattern
Catalog to Enhance Prompt Engineering with ChatGPT" by White et al.[21].
For a concise overview of these patterns and their main functions, see Table 1.
In the following subsections, each pattern is briefly introduced and illustrated
within the context of our prompting strategy. The prompts are written in
a first-person perspective, addressing the user directly by using the pronoun
me. The full prompt can be viewed in Appendix A.

Pattern Name Description
Meta Language Creation Sets a unified vocabulary to ensure clarity.
Flipped Interaction Guides the LLM to ask questions, enabling a

user-driven dialogue.
Persona Assigns a fixed role to maintain consistent tone

and style.
Cognitive Verifier Splits inputs into smaller parts and checks each

for accuracy.
Fact Check List Provides verifiable statements for user confir-

mation.
Reflection Reveals the model’s assumptions to foster

transparency.
Template Enforces a standard output format (CSV).

Table 1: Overview of the seven Prompt Engineering Patterns utilized

3.3.1 Meta Language Creation Pattern

When integrating the SENSE explainability stack it is crucial that both the
user and the LLM share a clear and consistent terminology. This pattern
was chosen to establish a "meta-language" that removes ambiguity about
the meaning of key terms (e.g. "Platform", "Sensor" or "hostedBy"). By
implementing this pattern we introduce a concise set of definitions everyone
must follow. In addition, the pattern streamlines interactions by allowing
symbolic notations that prevent confusion or misinterpretation of specialized
terms.

First, we introduce the LLM to the terminology used in the SENSE guide-
line by declaring a "meta-language":

Let ’ s d e f i n e a c o n c i s e " meta−language " f o r c l a r i t y .
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Whenever the f o l l o w i n g terms are used , they car ry
the meanings below :

Subsequently, we define terms like platform, sensor or hostedBy:

Platform

A Platform i s any device , f a c i l i t y or l o g i c a l group
that can host s e n s o r s measuring data .

Devices , f a c i l i t i e s and l o g i c a l groupings are a l l
cons ide r ed Plat forms in the SENSE stack .

Sensor

A Sensor measures some property in the system and i s
always hosted by a Platform .

Each senso r i s p h y s i c a l l y or l o g i c a l l y l o c a t e d on
e x a c t l y one Platform .

hostedBy

A h i e r a r c h i c a l r e l a t i o n s h i p i n d i c a t i n g that a sub−
plat form ( or a s enso r ) i s hosted by a higher−l e v e l
Platform .

In the SENSE stack , the f i r s t ( top−l e v e l ) Platform i s
t y p i c a l l y cons ide r ed the " host " and any nested
Plat forms or Sensors are s a i d to be hostedBy i t .

3.3.2 Flipped Interaction Pattern

Following the process of implementing the SENSE guideline, the user must
provide detailed information about their system. Therefore, this process
involves a lot of data gathering and knowledge elicitation. This pattern
was selected to allow the LLM to lead the questioning process rather than
passively waiting for user input. The LLM is intended to ask predefined
questions to close the knowledge gaps and is encouraged to pose follow-up
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questions if necessary, refining or adjusting details with each iteration.
The process begins with collecting information on the user’s system. At

this stage, the user must define their goals and state the main problem they
aim to address:

I want you to ask me q u e s t i o n s so we can c o l l e c t a l l
r e l e v a n t in fo rmat ion step by step .
S p e c i f i c a l l y :

Which q u e s t i o n s should be answered by the system ?

What are important anomal ies you want to de t e c t and
e x p l a i n ?

What i s the purpose o f doing t h i s ?

What i s the end r e s u l t we expect ?

What are the l i m i t a t i o n s and scope ?

Once the goals have been defined, the LLM prompts the user to list all
platforms, sensors and connections between platforms as well as connections
between platforms and sensors:

Ask me to l i s t a l l Plat forms in my system .

Ask me f o r the hostedBy connect ions between these
Plat forms .

Ask me to l i s t a l l Sensors in my system .

Ask me to l i s t a l l connect i ons between Sensors and
Plat forms ( to map each senso r to i t s r e l e v a n t
p lat form )

Next, the user is asked to specify the types of platforms and sensors, along
with the observable properties measured within the system:

Ask me to d e f i n e the types o f the Platforms , the
Sensor types , and the obse rvab l e p r o p e r t i e s they
measure .
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To further refine the LLM’s understanding of the existing system, the user
is asked to provide concrete instances of each platform and sensor, includ-
ing their hierarchical connection and observable properties measured by the
sensors within the system:

Ask me f o r the a c t u a l i n s t a n c e s o f each Platform and
Sensor .

Ask how they connect h i e r a r c h i c a l l y ( us ing hostedBy ) .

Ask me to conf i rm which obse rvab l e property each
Sensor measures .

3.3.3 Persona Pattern

This pattern is used to place an LLM into the roles of a dedicated expert
assistant. It not only adjusts the model’s tone but also ensures that its
responses remain consistent with the responsibilities of the defined persona.
By applying this pattern, the LLM is more likely to generate responses as if
it were the expert itself, referencing the appropriate terminology.

The model is explicitly introduced to its role in integrating the SENSE
stack. It is instructed to always maintain its given persona of a dedicated
assistant throughout the interaction:

You w i l l guide me through i n t e g r a t i n g the "SENSE
E x p l a i n a b i l i t y Stack " i n t o my system .
Always maintain the persona o f a ded icated a s s i s t a n t
focused on a c c u r a t e l y captur ing the system ’ s
s t r u c t u r e and c a u s a l / s t a t e r e l a t i o n s h i p s , ensur ing
that I am supported when I ente r the data that
d e s c r i b e my system .

3.3.4 Cognitive Verifier Pattern

Complex questions related to sensor data, platform hierarchies or causality
can benefit from a systematic breakdown. This pattern is designed to ensure
that the LLM to systematically verifies each response for correctness. By
applying this prompting pattern, we aim to improve accuracy by checking
smaller segments of information individually. Additionally, the LLM is en-
couraged to synthesize a more comprehensive final answer after verifying all
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segments.
Whenever the user provides input about their goals in step 2, the LLM is

instructed to break the answers down into sub-questions if needed, confirm
each element and synthesize the information into a structured final output:

When you see my answers , p l e a s e :

1 . Break them down i n t o s m a l l e r sub−q u e s t i o n s or
po in t s i f needed f o r c l a r i t y .

2 . Confirm each sub−po int to ensure the re are no
misunderstandings .

3 . Synthes i z e the f i n a l s t r u c t u r e d in fo rmat ion
( plat forms , sensor s , connect ions , e t c . ) b e f o r e moving

on .

3.3.5 Fact Check List Pattern

Factual accuracy is essential when populating a knowledge graph. This pat-
tern instructs the LLM to list verifiable facts, making it easier for humans to
confirm or refute them. The goal is to foster a habit of self-auditing, allowing
the user to identify statements that may require external verification.

By implementing this pattern, we aim to prevent silent errors or assump-
tions from slipping through. After each answer, the LLM is instructed to
append a fact check list - defined in the prompt as a behavioral rule - so that
users can independently review and validate the most critical facts.

The implementation process of the SENSE guideline is divided into mul-
tiple steps (steps 1, 2 and 3) representing major sections. After one section
(step) is completed, the LLM is instructed to fact check critical statements
or assumptions:

After each major s e c t i o n ( Step 1 , Step 2 , e t c . ) ,
p l e a s e prov ide a f a c t check l i s t o f c r i t i c a l
s tatements or assumptions I ’ ve made . Label them as :

Fact to Check : "X. "
P o t e n t i a l Source or Reason : "Why we need to v e r i f y i t
. "
P o s s i b l e Consequence : "What might happen i f i t ’ s

22



i n c o r r e c t . "

For example :

Fact to Check : "The EV Charger can always cause a
peak demand . "
P o t e n t i a l Source : I observed l a r g e energy s p i k e s in
the past .
P o s s i b l e Consequence : I f untrue , we might
ove re s t imate the battery ’ s impact .
This he lps ensure accuracy b e f o r e we lock in any
d e t a i l .

3.3.6 Reflection Pattern

This pattern encourages the LLM to articulate its reasoning in order to in-
crease transparency and make it easier to detect misunderstandings. By
applying this pattern, we aim to highlight possible leaps in logic or unsup-
ported inferences. This pattern represents one of the three behavioral rules.

After providing a response, the LLM is instructed to reflect and explain
why it arrived at a specific conclusion:

After you prov ide any answer or summary , add a shor t
R e f l e c t i o n s e c t i o n :

Explain why you a r r i v e d at that s p e c i f i c c o n c l u s i o n
or s t r u c t u r e .
C l a r i f y any assumptions or i n f e r e n c e s you made .

Example :

R e f l e c t i o n :
I not i c ed you mentioned a bat te ry but didn ’ t conf i rm
i t s type . I assumed i t was a standard Lithium−Ion
bat te ry
because o f the mention o f ’ StateOfChargeSensor ’ . I f
that assumption i s i n c o r r e c t , l e t me know , and I ’ l l
ad ju s t a c c o r d i n g l y .

This he lps me see your rea son ing p r o c e s s and c o r r e c t
any misunderstandings .
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3.3.7 Template Pattern

In order to integrate the SENSE explainability stack, the collected informa-
tion about platforms, sensors, states and related elements has to be trans-
ferred into a predefined Excel template. This pattern ensures consistent
formatting with the goal to reduce effort when exporting data into external
tools such as spreadsheets. To support this, the LLM is instructed to follow
a fixed syntax, being defined as the third behavioral rule.

Any collected system information that needs to be displayed as a table
should be formatted using the following syntax:

Header1 ; Header2
Value1 ; Value2
. . .

The following example 1 illustrates how the LLM outputs user-provided
data:

Figure 1: Example output of the LLM in CSV-style table format.

After establishing the conceptual foundation through the prompt design
patterns, we proceed to the implementation layer that enables their practical
execution.

3.4 Technical Implementation

To ensure the reproducibility and reliability of the model evaluations, a de-
tailed technical setup was established. This section outlines the server envi-
ronment, containerization approach, and the procedures used to deploy and
manage the LLMs during the evaluation process.

LLaMA 3.3 (70B) and Deepseek-r1 (70B) were run on a GPU-enabled
virtual server provided by the Vienna University of Economics and Business.
GPT-4 and GPT-4 Turbo were used via the ChatGPT web interface. The
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server runs under Ubuntu 22.04.5 LTS with the kernel 6.8.8-4-pve and is
accessible via SSH as long as a connection to the university’s VPN is es-
tablished. The server infrastructure includes a storage capacity of 250 GB,
16 GB RAM, two NVIDIA RTX A5000 GPUs (each with 24 GB memory,
48 GB GPU memory in total) and a 4-core CPU. The system is based on
the x86_64 architecture. The NVIDIA CUDA Toolkit (version 12.4), which
provides the required drivers and libraries, to optimize the use of GPU re-
sources. The NVIDIA System Management Interface (nvidia-smi) tool was
used to monitor GPU performance - for example in terms of memory uti-
lization, temperature or load. The container environment was set up using
the Docker Engine (Community Edition, version 27.5.1). Plugins such as
buildx and compose were available to support the container configuration.
The nvidia runtime environment was used for GPU acceleration within the
containers. A pre-configured container image (ollama/ollama) served as the
basis for managing and running any LLM. To ensure data persistence, a
Docker volume was mounted to store files under /root/.ollama/models. This
meant that access to the stored data was retained even after the container
was restarted or stopped. To interact with the models via an API, port 11434
was forwarded from the container to the host system.

In the following we are going to showcase example shell commands when
interacting with the server. In order to start a container, we used this com-
mand:

docker run −d --gpus a l l −p 11434:11434 --name
<container_name > −v <volume_name > :/ root / . ol lama /
models <image_name>

To pull the LLaMA and Deepseek model from https://ollama.com/library
we used this command:

docker exec − i t <container_name > ol lama p u l l
<model_name>

In order to run the pulled model, we used this command:

docker exec − i t <container_name > ol lama run
<model_name>

In the following, an explanation of the terms used can be seen:

−d : Detached mode s t a r t s the c o n t a i n e r in the
background , so the te rmina l doesn ’ t get blocked .
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--gpus a l l : Ac t iva t e s GPU support f o r the conta iner ,
a l l ow ing a c c e s s to a l l a v a i l a b l e GPUs .
−p : Port mapping from the host to the c o n t a i n e r .
--name : Ass igns a custom name to the c o n t a i n e r f o r
e a s i e r i d e n t i f i c a t i o n .

−v : Volume mapping connects a host d i r e c t o r y to a
d i r e c t o r y in the c o n t a i n e r .

− i t : Enables i n t e r a c t i o n with the c o n t a i n e r .

Having established the technical environment, the next section introduces
a representative use case to illustrate the practical application of the prompt
and its alignment with the SENSE guideline.

3.5 Use Case

In order to demonstrate the practical applicability of the developed prompt
and its alignment with the SENSE guideline, a representative use case is
defined. This involves a user who has the task of integrating the explainability
stack into an existing system using the structured approach of the SENSE
guideline.

Although the guideline provides a comprehensive methodology for con-
verting raw system information into a knowledge-based representation, its
technical complexity and the use of domain-specific terminology make it dif-
ficult to implement correctly, especially for users without a background in
knowledge engineering.

The SENSE guideline supports the integration process by guiding users
through five clearly structured steps, thus enabling the connection of the ex-
isting system to the SENSE explainability stack - a prerequisite for semantic-
based system explanations. During the process, users capture system-relevant
knowledge in a provided Excel template that is fully compatible with the ar-
chitecture of the SENSE Core. This template contains various tabs and
columns that must be filled in step by step to ensure standardized and com-
plete documentation.

In the context of this thesis, the focus is on the first three steps of the
guideline, which are crucial for building a common conceptual foundation:

• Step 1: Common conceptualization.

The SENSE guideline defines a domain-specific vocabulary for model-
ing the system. This includes capturing platforms, sensors and their
relationships, especially the "hostedBy" relationships that represent
hierarchical structures.
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• Step 2: Understanding goals and user needs.

In this step, the main goals and expectations of the system behavior
are specified. Users define which questions the system should answer
and which anomalies it should recognize and explain. These goals serve
as a guideline for further modeling decisions.

• Step 3: Identify system components.

Users document the concrete system components - platforms, sensors,
observable properties and their hierarchical relationships. This is where
the transition from abstract concepts to concrete instances in your own
system takes place.

The challenge is to apply these steps correctly, maintain consistent termi-
nology, and ensure structured documentation. The developed prompt meets
these challenges through targeted questions, contextual explanations, and
structured guidance through the interaction with the LLM. It helps to keep
the focus on the defined objectives and supports the systematic filling of the
Excel template in accordance with the requirements of the SENSE guideline.

This use case illustrates how the developed prompt facilitates the practical
implementation of the SENSE guideline - especially for users without in-
depth technical knowledge. By providing targeted support in the critical
initial steps, the prompt aims to lower the barriers to entry and helps to
successfully integrate the explainability stack into existing systems.

4 Evaluation and Results
This section presents the evaluation of the developed prompt and the com-
parative analysis of the output generated by four different LLMs. The aim of
the evaluation is to systematically examine the extent to which the prompt
supports the application of the SENSE guideline. The focus is on the cri-
teria completeness, relevance and adherence to instructions and patterns in
the model responses.

The evaluation process is structured as follows: Section 4.1 introduces
the evaluation criteria and the scoring system used to assess the model out-
puts. Section 4.2 describes the test scenario developed to standardize model
interactions. Section 4.3 provides a detailed assessment of each model’s per-
formance based on the defined criteria. Section 4.4 summarizes the find-
ings through a comparative analysis, highlighting key differences between
the models.
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This evaluation provides important insights into the strengths and weak-
nesses of different LLMs in supporting knowledge elicitation tasks and the
practical application of the SENSE framework.

4.1 Evaluation Criteria and Scoring System

The output of each LLM is evaluated based on three key criteria: complete-
ness, relevance, and adherence to instructions and patterns. Each output
is assigned a score from one to five, with five representing the highest level
of performance. The chosen evaluation framework is designed to ensure an
objective and consistent assessment of each model’s ability to support the
implementation of the SENSE guideline.

The completeness criterion checks whether the model’s response fully covers
the required topics of the prompt. This includes all required topics, ques-
tions and components - without omissions. A checklist was created for the
assessment, which is based on the structure of Step 1, Step 2 and Step 3 of
the SENSE guideline. The outputs of the models were compared with this
checklist to verify that all required content was presented in a structured and
coherent manner.

Score Description
1 Several main steps (Steps 1, 2 and 3) largely incomplete or entirely

missing.
The majority of questions unanswered or answered superficially.

2 At least one entire main step (e.g., Step 3) substantially incomplete
or major components missing.
Multiple details or answers clearly missing or insufficient.

3 All main steps (1-3) addressed, but at least one sub-step (3.1 or
3.2) incomplete or partially omitted.
At least one question from Step 2 clearly incomplete or vague.

4 All main steps (1-3) covered clearly; exactly one sub-step (3.1 or
3.2) superficially addressed or with minor missing details.
No critical or significant elements omitted.

5 All steps (Step 1, Step 2, Step 3 incl. 3.1 and 3.2) explicitly and
fully covered.
No questions or required details missing.
All definitions and instructions explicitly addressed.

Table 2: Scoring Rubric for Completeness
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The relevance criterion assesses how closely the model’s answers match the
objective and content framework of the prompt. The output should clearly
focus on the task at hand and not introduce extraneous or superfluous knowl-
edge. To assess this, the responses were compared with the intended purpose
and context of the prompt. The aim was to identify potentially distracting or
unnecessarily lengthy passages that could affect the clarity of the interaction.

Score Description
1 Majority of responses clearly irrelevant or off-topic.

Core objective heavily obscured or not recognizable.
2 Noticeable portions of the responses irrelevant or significantly off-

topic, affecting clarity.
Core objective still recognizable but noticeably impaired.

3 Responses predominantly relevant, but contain two or more clearly
identifiable minor irrelevant elements that slightly distract from
overall understanding.

4 All responses relevant; maximum one brief instance of slightly off-
topic information present, not affecting overall clarity.

5 All responses directly relevant and fully aligned with the prompt.
No off-topic information present.

Table 3: Scoring Rubric for Relevance

The adherence criterion examines the extent to which the model takes into
account the specific instructions and predefined prompting patterns. This
includes the three defined behavioral rules: the inclusion of fact check lists,
reflection sections and compliance with the required table format (CSV struc-
ture). A list of all expected behaviors and structural elements was created.
The outputs were checked to ensure that these requirements were imple-
mented consistently and correctly throughout the interaction.
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Score Description
1 Behavioral rules mostly ignored or not implemented at all.

Persona role absent, ignored, or fundamentally misunderstood.
2 Multiple behavioral rules significantly neglected, incomplete, or

clearly incorrect.
Persona role heavily inconsistent or significantly neglected in several
responses.

3 At least one behavioral rule regularly incomplete or superficially
implemented in multiple responses.
Persona role recognizable but noticeably inconsistent or fluctuating
between responses.

4 All behavioral rules generally implemented correctly, but minor in-
consistencies or single isolated deviation observed in exactly one
rule.
Persona role maintained clearly, with only slight deviations.

5 All three behavioral rules (Fact Check, Reflection, CSV-format)
precisely and consistently implemented throughout.
Persona role consistently maintained in every response.
All given instructions explicitly followed without exception.

Table 4: Scoring Rubric for Adherence to Instructions and Patterns

To apply the defined evaluation criteria in a controlled and consistent
manner, a test scenario was developed that reflects a realistic system setting.
The scenario serves as a common basis for generating comparable outputs
across all evaluated models.

4.2 Test Scenario

To ensure a standardized and fair evaluation of the developed prompt across
different language models, a representative test scenario was designed. This
scenario depicts a realistic system environment and focuses on monitoring en-
ergy consumption and the efficiency of climate control in an office building.
It provides a consistent context to systematically evaluate the completeness,
relevance and adherence of the model responses with respect to the require-
ments of the SENSE guideline.

All models except for GPT-4 Turbo were evaluated based on the follow-
ing test scenario. The chosen scenario is about an office building’s energy
consumption and climate control efficiency, where the goal is to monitor
anomalies related to unexpected high energy consumption or inefficient tem-
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perature regulation. The system should not only detect irregularities but
also provide explanations for their root causes.

To structure this scenario, we defined a set of platforms and sensors that
reflect a real-world setup. The platform hierarchy consists of an office build-
ing, which hosts several key platforms: an HVAC system, an energy me-
ter, and a thermostat. Each of these platforms is assigned a type, with
office_building as the main entity, hvac_system responsible for tempera-
ture control, energy_meter for tracking electricity usage, and thermostat
for localized temperature regulation.

The system also includes sensors and their assignments, which are critical
for monitoring and analyzing data. A temperature sensor is placed on
the thermostat to measure indoor climate conditions, an active power
sensor is attached to the energy meter to track electricity consumption,
and a state sensor monitors the operational status of the HVAC system.
These sensors are explicitly linked to their respective platforms and assigned
specific observable properties, such as temperature, active power and
HVAC state.

GPT-4 Turbo was evaluated on a similar test scenario that has been pro-
vided by a user during the prompt testing phase. While the scenarios vary
in terms of platforms, sensors, their relationships, and observable properties,
the core setup - both involving a building environment and energy consump-
tion anomalies - is largely consistent.

4.3 Model Evaluation

In the following, each model is evaluated individually and receives a score
from one to five for each criterion. The evaluation is structured in the same
way for each model: First, the respective criterion is stated, followed by the
score awarded and a justification for the rating. This is followed by a detailed
description of the interaction with the model, which illustrates how the model
performed with regard to the respective criterion. To support transparency
and traceability, Appendix A includes all LLM outputs used for evaluation -
shown as screenshots for all models except GPT-4 Turbo, which is accessible
via a direct chat link.

4.3.1 Deepseek-r1 (70B)

Criterion: Completeness

Score 1: several main steps - particularly step 1 and step 2 - were ei-
ther omitted or superficially addressed. The model failed to clarify its role,
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skipped user interaction and provided incomplete or generic answers instead
of following the structured prompt.

Prompt Element: Step 1 - Introduction and Role Clarification
The first step was not addressed at all. The LLM interpreted the input given
wrong, assuming it should integrate the SENSE stack into its own system
rather than the user’s: "To integrate the SENSE Explainability Stack into
my smart home system, I will follow a structured approach based on the
provided steps and example.". It did not make the user aware of it’s role
and did not provide any context surrounding the guideline. There was no
brief overview over the prompt’s terminology or definitions that is used in
the guideline. The three behavioral rules defined in the prompt were not
mentioned, despite the LLM being explicitly instructed to inform the user
about them in step 1. Without asking the user whether they were ready to
continue, the model proceeded directly to step 2.

Prompt Element: Step 2 - Goal Definition and Questioning
Instead of asking the user predefined questions, the model answered them
right away, acting as though it were describing its own system. It responded
to all the questions listed in the prompt, leaving none unanswered. The model
continued with step 3 without checking if the user was ready to proceed.

Prompt Element: Step 3 - System Representation and Typing
The model used the toy example to list all platforms, sensors and connec-
tions between platforms and sensors. It copied the types of platforms and
sensors directly from the example, including actual instances and observable
properties. These were also taken from the example, without user input.

After its initial response, the user corrected the model, clarifying its actual
role and the system it was meant to support. The model successfully changed
the approach to using "your system" instead of "my system". It restarted
the process from Step 1, this time introducing the terminology, but not it’s
role or any context. The model did not use any of the predefined terminology
definitions. The behavioral rules were once again ignored. The model defined
a generic approach section and next steps to follow, directly jumping to step
3 and bypassing the stepwise interaction and required schema entirely.

Criterion: Relevance

Score 2: noticeable portions of the response - especially in step 2 where the
model answered questions that were never asked - were off-topic. While the
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core objective remained recognizable, the initial misalignment and unneces-
sary answers impaired overall clarity.

In prompt element step 2, the model incorrectly answered a set of questions
regarding the goals of using the SENSE stack. Every question asked and
each corresponding answer given can be rated as irrelevant, as they were
never requested in the first place.

After the model was corrected and restarted, it explained the predefined
terminology using different wording. Although it did not stick to the correct
wording, it used definitions that are in scope of the domain. For example, in
the prompt sensors are defined as something that "measures some property
in the system", the model defined sensors as "devices that detect events
or change their environment and end signals". It is logically correct and
therefore considered relevant.

Criterion: Adherence to instructions and patterns

Score 1: none of the required patterns were consistently followed; most were
completely ignored or incorrectly applied. The persona only emerged after
user correction, therefore not being maintained throughout the interaction.

The fact check pattern: was not implemented at any point. The reflection
pattern: was also entirely omitted. The template pattern: was not fol-
lowed, as tables were not created in CSV format. The persona pattern: was
only established after the model was reminded. The meta-language pattern:
while terminology was used correctly, definitions were phrased inconsistently
throughout the interaction. The flipped interaction pattern: questions were
not asked but answered directly by the model itself. The cognitive verifier
pattern: no sub-questions were asked in step 2.

4.3.2 LLaMA 3.3 (70B)

Criterion: Completeness

Score 3: all three main steps were addressed, but step 2 lacked proper
user questioning and skipped interaction prompts, while step 3 required user
guidance and omitted key details like observable properties, which lead to
partially completed sub-steps.

Prompt Element: Step 1 - Introduction and Role Clarification
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The model introduced itself, stating its role as an assistant: "I’m delighted
to be your dedicated assistant in integrating the SENSE Explainability Stack
into your system. My primary goal is to ensure that we accurately capture
the structure and causal/state relationships within your system, providing
you with seamless support throughout this process.". The model followed
up with giving a brief overview of the terminology used in the prompt and
made the user aware of the rules it follows. The model asked the user before
continuing with step 2.

Prompt Element: Step 2 - Goal Definition and Questioning
Instead of asking predefined questions the model offered suggestive answers,
the user could choose from: "For example are you looking to: Optimize
energy usage? Predict and manage peak demand? Identify causes of ineffi-
ciency? Enhance system reliability?". While this approach introduced useful
suggestions, it deviated from the expected prompt structure. It then pro-
ceeded with elements of step 3 immediately without asking for permission.

Prompt Element: Step 3 - System Representation and Typing
The model used platform examples from the prompt to illustrate what a plat-
form might be, following up by asking to list the systems types of platforms.
After entering the users goals and list of platforms, the model correctly re-
peated the list. It continued by asking to list all sensors and connections
between platforms and sensors using "hostedBy". The user had to explicitly
make the model aware of the platform types and sensor types in their sys-
tem. The model did not ask the user about observable properties in their
system. The model did not ask about observable properties of the system,
but correctly handled all other required information.

Criterion: Relevance

Score 3: while the model’s responses were largely relevant, they included
several minor off-topic elements, such as suggesting next steps and adding
unnecessary purposes, which slightly distracted from the prompt’s intended
structure and focus.

The model did not ask the predefined questions from step 2, but instead of-
fered possible answers. While it failed to ask predefined questions, the offered
answers were still somewhat relevant to the overall task. When addressing
system sensors, the model proposed possible sensor types instead of prompt-
ing the user, which was not expected but still related to the topic. When
discussing observable properties, the model suggested potential properties
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rather than asking about them, which does not align with the instructions,
but loosely relevant. The LLM mentioned various purposes of the properties,
which went beyond the prompt’s scope. After completing steps one to three,
the model proposed possible next steps, which was not asked for. This is
irrelevant for the purpose of this prompt.

Criterion: Adherence to instructions and patterns

Score 2: several patterns, such as fact check, reflection and flipped interac-
tion were only partially or inconsistently applied, while other patterns like
persona and meta-language were followed more reliably.

The fact check pattern: was used until the point when the user asked about
observable properties which have not been discussed until this point. The re-
flection pattern: was also followed until this same point, but was not applied
beyond it. The template pattern: was incorrectly applied, not presenting
data in CSV-sytle format. The persona pattern: was used throughout the
entire interaction. The meta-language pattern: was consistently maintained
throughout the entire interaction. The flipped interaction pattern: the model
did not ask the predefined questions in step 2, but managed to ask all ques-
tions from step 3, not covering 3.1 or 3.2. The cognitive verifier pattern: no
sub-questions were asked in step 2.

4.3.3 GPT-4

Criterion: Completeness

Score 3: all main steps were clearly addressed. Minor omissions in sub-step
3.1 and 3.2, such as not explicitly asking for sensor or platform types and
observable properties, which none of critically impacted the completeness of
the responses.

Prompt Element: Step 1 - Introduction and Role Clarification
The model successfully introduced itself and its role to the user. It explained
relevant terminology and provided an overview of the three behavioral rules.
The user was asked for confirmation before proceeding to step 2.

Prompt Element: Step 2 - Goal Definition and Questioning
The model asked eight questions, none of which were directly taken from
the predefined list, but they were similar in content and meaning. The user
was provided with an example to support the understanding of the topic.
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Therefore, the model applied the toy example correctly, which was provided
in the prompt. The given answers were grouped into relevant categories, such
as "Specific Anomalies to Detect and Explain" or "Scope and Limitations".
The user was asked for confirmation before proceeding with the next steps,
not specifically mentioning step 3.

Prompt Element: Step 3 - System Representation and Typing
The model asked to list all platforms, sensors and hostedBy connections.
Additionally, the model provided an example data entry to help the user
understand how to structure their response. Although the model did not ask
to list platform or sensor types, the example data entry displayed that such
specifications were necessary. The model correctly showed all information
given in a table format. Observable properties were not explicitly requested,
but the model assumed their relevance and prompted the user to confirm or
revise this assumption.

Criterion: Relevance

Score 4: the model’s responses were consistently focused and aligned with
the task, with only one minor deviation. Categorizing the user’s goal did not
affect overall clarity, but was not explicitly required.

The model grouped the user’s answers related to their goals, which was not
explicitly asked for, yet remained contextually relevant. Overall, the model’s
behavior throughout the interaction demonstrated a high level of relevance
to the prompt.

Criterion: Adherence to instructions and patterns

Score 2: several patterns, such as fact check, reflection and flipped interac-
tion were only partially or inconsistently applied, while other patterns like
persona, template and meta-language were used correctly.

The fact check pattern: was not done for step 1 or 2 but was used for later
responses. It was followed correctly after the user provided their goals and
again after platform and sensor lists were entered, including during the cor-
rection of observable properties. The reflection pattern: was not used in step
1, but was applied consistently in all following responses. The template pat-
tern: was followed correctly, with tables created in CSV format. The persona
pattern: was maintained consistently throughout the entire interaction. The
meta-language pattern: was followed, with terminology and definitions used
correctly. The flipped interaction pattern: predefined questions were not
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asked; instead similar and additional questions were used. It also omitted
questions regarding platform or sensor types and observable properties. The
cognitive verifier pattern: no sub-questions were asked in step 2.

4.3.4 GPT-4 Turbo

Criterion: Completeness

Score 5: all components of the prompt are thoroughly addressed with de-
tailed and comprehensive coverage.

Prompt Element: Step 1 - Introduction and Role Clarification
The model introduced itself as a dedicated assistant whose role is to help de-
fine and structure the user’s system, ensure accurate relationships between
components as well as guide the correcting formatting of data entries (CSV-
style). Key terminology was appropriately used and the three behavioral
rules were clearly explained, providing examples of the rules to support un-
derstanding. The LLM asked before proceeding with step 2.

Prompt Element: Step 2 - Goal Definition and Questioning
The model accurately asked the five predefined questions and added sub-
questions where appropriate. After the user provided initial answers, the
LLM repeated all answers and subsequently began to clarify and refine the
answers given. The model emphasized reviewing the previous summary to
ensure full understanding before proceeding with step 3. The user confirmed
the model’s summary was correct and addressed the model’s follow-up ques-
tions in more detail. The LLM revised and refined the summary again to
reflect all aspects. After confirming that all information given was correct,
the model continued with step 3.

Prompt Element: Step 3 - System Representation and Typing
The model asked the user to map out their system by inputting system repre-
sentations such as platforms, sensors and connections. The LLM instructed
the user to provide any data in a CSV format and supplemented this with
relevant examples. After receiving the system data, the model summarized
the input and continued with step 3.1, addressing hostedBy connections and
observable properties. After providing the users data, the model again sum-
marized the data given and continued with step 3.2, assigning each platform
and sensor to its type and confirm their hierarchical relationships. The user
verified the input.

Criterion: Relevance
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Score 2: while the majority of the response was closely aligned with the
prompt, the introduction of an invented step 4 - including detailed, fabricated
content - represents a significant off-topic deviation.

The model remained on-topic throughout steps 1 to 3 and did not introduce
any irrelevant content within the defined scope of the prompt. However, the
LLM incorrectly attempted to continue with step 4, which was not part of the
initial prompt and therefore non-existent. The user agreed to continue with
step 4, not being aware that the step was not defined. The model proposed
defining relationships between variables, identify causal dependencies and
establish explanation rules. Introducing a step that is not specified and
elaborating on its imagined content represents a significant deviation from
the prompt and as a consequence must be considered highly irrelevant.

Criterion: Adherence to instructions and patterns

Score 2: two of three core behavioral rules were only partially or not at all
implemented.

The fact check pattern: was only applied in step 2 and 3.1, but not consis-
tently throughout out the entire interaction. The reflection pattern: was not
applied in step 1, step 2 or step 3. The template pattern: was consistently
present throughout the entire interaction. The persona pattern: was consis-
tently present throughout the entire interaction. The meta-language pattern:
was evident, as the model explicitly referred to the terminology throughout
the entire interaction. The flipped interaction pattern: was observed in step
2, where the model correctly asked the five predefined questions. The cog-
nitive verifier pattern: was applied through the use of sub-questions in step
2.

4.4 Comparative Analysis of Model Scores

This section provides a comparative analysis of the performance of four LLMs
in assisting with the integration of the SENSE explainability stack. The
results shown in Table 5 indicate significant differences in how effectively
each model adhered to the prompt and provided structured outputs.
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Criteria Deepseek-r1 (70B) LLaMA 3.3 (70B) GPT-4 GPT-4 Turbo
Completeness 1 3 3 5

Relevance 2 3 4 2
Adherence 1 2 2 2

Table 5: Comparative Scores of LLMs Across Evaluation Criteria

Deepseek-r1 (70B) had the lowest performance, scoring only one in com-
pleteness, two in relevance and one in adherence. It failed to introduce itself
correctly, misinterpreted its role and did not make use of predefined termi-
nology definitions. The model did not follow key instructions such as the
three behavioral rules and did not adhere to required patterns. Even after
user correction, it continued to exhibit inconsistencies.

LLaMA 3.3 (70B) performed moderately well, achieving a completeness
score of three, a relevance score of three and an adherence score of two. The
model introduced itself appropriately and followed most structured steps.
Occasionally, it deviated by providing suggested answers instead of asking
predefined questions. While it maintained a high degree of relevance, the
LLM did not fully adhere to all instructional patterns while showing some
inconsistencies.

GPT-4 achieved strong overall performance, particularly excelling in rele-
vance with a score of four. The LLM performed moderately well in com-
pleteness with a score of three. It introduced itself correctly and maintained
a structural approach while following most of the prompt’s guidelines. How-
ever, it did not strictly adhere to all predefined instructions, scoring two in
adherence. The model showed weaknesses in using predefined questions and
explicitly asking for types of platforms and sensors.

GPT-4 Turbo reached the highest score in completeness with a perfect score
of five. The model covered all required elements of the prompt, including sub-
steps 3.1 and 3.2. However, it scored only two points in relevance due to the
introduction of a non-existent step 4. This deviation affected the overall
achieving score drastically. The model did not apply all behavioral rules
consistently, thus scoring only two in adherence.

Completeness: GPT-4 Turbo provided the most thorough responses by
explicitily addressing all steps and sub-steps of the prompt. GPT-4 covered
nearly all required aspects of the prompt, with minor omissions in explicitly
asking for specific platform and sensor types. LLaMA 3.3 (70B) addressed
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most elements but lacked depth in Step 2 and 3. Deepseek-r1 (70B) failed
to include major prompt elements, leading to a significantly lower score.

Relevance: GPT-4 maintained strict focus and correctly categorized user in-
put, ensuring its responses aligned with the prompt’s requirements. LLaMA
3.3 (70B), while generally relevant, occasionally introduced unnecessary sug-
gestions instead of strictly following the predefined structure. GPT-4 Turbo
introduced an entirely fabricated step, negatively affecting the clarity and
scope. Deepseek-r1 (70B) exhibited logical relevance but failed to correctly
address the system integration task in the initial attempts.

Adherence to Instructions and Patterns: None of the models fully
adhered to all predefined instructions and patterns. GPT-4 Turbo, GPT-4
and LLaMA 3.3 (70B) achieved a partial level of compliance, but Deepseek-
r1 (70B) failed to implement key elements such as fact-checking, reflection
and structured output formatting.

The evaluation highlights GPT-4 Turbo as the model with the most com-
plete and structured output achieved, outclassing in completeness but facing
setbacks in relevance due to inclusion of off-topic content. GPT-4 remains
the most balanced model in terms of relevance and overall structure.

5 Discussion and Conclusion
The goal of this thesis was to develop a prompt that supports users - particu-
larly without prior knowledge in semantic technologies - in implementing the
SENSE guideline with the help of a large language model (LLM). Through
the use of prompt engineering techniques, we aimed to simplify the process
of knowledge elicitation in the context of data gathering. Special empha-
sis was placed on reusable prompt structures and CSV-compatible outputs
that can be copied directly into the official SENSE Excel template. The
approach is demonstrated in a cyber-physical systems (CPS) context, where
explainability and transparency are crucial.

This thesis was guided by the following two research questions:

• How can existing prompt engineering techniques be synergistically inte-
grated to consistently generate accurate and structured outputs that con-
form to the SENSE guideline for knowledge graph construction? [RQ1]

• To what extent do Deepseek-r1 (70B), LLaMA 3.3 (70B), GPT-4 and
GPT-4 Turbo differ in terms of output completeness, relevance, and

40



adherence to instructions and patterns when assisting with knowledge
graph construction? [RQ2]

With regard to RQ1, it can be seen that the targeted and synergistic
integration of established prompt engineering techniques makes a significant
contribution to generating precise and structured output that meets the re-
quirements of the SENSE guideline. By combining various methods - such
as the establishment of a uniform technical language (Meta Language Cre-
ation), the active involvement of users through targeted questions (Flipped
Interaction), the consistent assignment of roles (Persona) and the systematic
checking and formatting of input (Cognitive Verifier, Fact Check List, Reflec-
tion and Template) - it was possible to create a stable yet flexible interaction
framework. This integrative approach not only simplifies the complex pro-
cess of knowledge acquisition, but also ensures consistent and comprehensible
documentation of the system information.

At the same time, the comprehensive use of numerous patterns results
in an increased prompt length and adds processing complexity. In certain
application scenarios, a reduced, more focused version of the prompt could
therefore be advantageous. Overall, however, the thesis underlines that the
careful coordination and combination of the techniques used is crucial for
achieving high-quality results that meet the high requirements of the guide-
line in terms of both content and form.

To answer RQ2, we tasked the developed prompt on four different LLMs
based on three criteria: completeness, relevance and adherence to instructions
and patterns. This showed that GPT-4 Turbo achieved the highest complete-
ness (5 out of 5 points) - it covered all the steps specified in the prompt and
consistently asked the user for all the required information. However, GPT-4
Turbo occasionally deviated from the prompt by introducing an undesired,
non-existent fourth step, which had a negative impact on relevance (score:
2). GPT-4, on the other hand, proved to be particularly balanced, providing
precise and contextual answers overall (relevance: 4) and largely adhered to
the required step structure (Completeness : 3).

LLaMA 3.3 (70B) and Deepseek-r1 (70B) performed significantly weaker.
LLaMA 3.3 (70B) (Completeness : 3) often lacked crucial follow-up questions
or omitted parts of the step-by-step instructions. Deepseek-r1 (70B) even
only achieved a 1 in completeness, as it skipped essential parts of the prompt
workflow and only insufficiently responded to the input requested by the user.
In terms of relevance, LLaMA 3.3 (70B) and Deepseek-r1 (70B) were in the
medium to low range; in some cases they provided generic or inappropriate
responses, which made it difficult to map the SENSE guideline.

In terms of adherence to instructions and patterns (e.g. fact-check lists,
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reflection and CSV format), none of the models were completely convincing.
Nevertheless, GPT-4 Turbo and GPT-4 showed the best approximation here,
as they applied at least parts of the rules consistently and generated mostly
usable CSV-outputs. LLaMA 3.3 (70B) and Deepseek-r1 (70B) completely
ignored important aspects such as fact-check lists or spontaneously switched
to other formats.

The analysis confirms that the four models differ significantly in their
performance. GPT-4 Turbo excels in complete coverage of the individual
steps, while GPT-4 offers the most reliable overall balance of completeness,
relevance and adherence. In addition, qualitative differences in the model
responses show that even with identical ratings in individual criteria, one
model can still perform better than another - despite comparable numerical
results.

Although the LLMs tested showed clear differences in performance, it
can be stated that the concept of prompt patterns works in principle and
can give a complex elicitation process a clearly structured approach. At
the same time, general limitations of LLMs become apparent, such as the
tendency towards hallucinations and, in some cases, off-topic responses.

With this bachelor thesis, the designed prompt contributes to the user-
friendly integration of the SENSE explainability stack in real CPS environ-
ments. This is achieved on the one hand through the instructions in clearly
defined steps and on the other hand through the forced CSV-output, which
allows direct copy-paste into the official SENSE Excel template. This rep-
resents an important step towards the automated capture and modeling of
domain knowledge, as the need for expert knowledge is partially reduced and
a structured, reusable prompt infrastructure is provided.

While the developed prompt and its evaluation provide a solid founda-
tion for supporting users in applying the SENSE guideline, several aspects
remain open for further exploration. The following section outlines potential
directions for future work, including the expansion of evaluation perspectives,
refinement of scoring mechanisms, and the influence of model configuration
parameters such as temperature.

5.1 Future Work

This thesis opens several opportunities for future research in the area of
LLM assistance for knowledge elicitation within semantic frameworks such
as SENSE.
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5.1.1 Expanded Evaluation Approaches

While this work used predefined criteria focusing on completeness, relevance
and adherence to instructions and patterns, future evaluations could incorpo-
rate additional dimensions to gain deeper insights into model performance.
Examples could include:

• Faithfulness: Checks whether the model outputs demonstrably match
the user data and the system description. This ensures that the gener-
ated content is reliable and true to the data.

• Cognitive effort: Assesses whether the support provided by the model
reduces the user’s mental load. Measuring cognitive effort can reveal
whether the prompt noticeably simplifies the data collection process
and improves usability.

• Robustness with inconsistent inputs: Evaluates how reliably the model
responds to contradictory, incomplete or ambiguous user information -
typical challenges of real data collection. The focus is on whether the
model asks questions, recognizes ambiguities and still delivers struc-
tured, usable results.

Additionally, involving user studies could provide valuable feedback on us-
ability, trust and perceived intelligence of the LLM.

5.1.2 Refinement of Scoring System

The current scoring scale was applied uniformly across three criteria points.
Further refinements could increase precision and reduce subjectivity. Further
research may explore:

• Weighted scoring: Assign greater weight to critical behaviors like ad-
herence to behavioral rules.

• Rubric expansion: Break down each criterion into micro dimensions
(e.g., for criterion "adherence": fact-checking, reflection, formatting)
and scoring each individually.

• Time based metrics: Track how quickly or efficiently users reach satis-
factory outputs with the best performing model.
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In addition to possible extensions, another limitation of the current rat-
ing system became clear. Although models can receive the same score in
one criterion, they sometimes differ significantly in the actual quality of their
performance. An example: Two models each receive a score of three in the
adherence criterion. While one model applies most of the given patterns
consistently, but has difficulty maintaining the role persona throughout, the
other model implements several interaction patterns only superficially and
inconsistently. Such qualitative differences can lead to weaker performing
models being overestimated in the overall impression. A possible improve-
ment would be the introduction of dynamic weightings based on specific
behaviors. This could contribute to a more differentiated and accurate as-
sessment of model behavior.

5.1.3 Impact of Model Temperature on Prompt Results

Peeperkorn et al. [16] investigate whether the temperature parameter in
LLMs truly functions as a creativity parameter, which is a common claim in
AI. The findings reveal a weak correlation between temperature and coher-
ence and thus, higher temperature slightly increases novelty but at cost of
coherence. The authors argue that temperature alone is not a reliable proxy
for creativity.

Renze et al. [18] explore how temperature affects problem solving accu-
racy of LLMs on multiple choice tasks across various domains. The authors
find that changing temperature from 0.0 to 1.0 does not significantly im-
pact accuracy. The paper states that temperature adjustments within this
range do not improve LLM performance on problem-solving tasks. For tasks
where accuracy and responsibility are key, the authors recommend using a
temperature of 0.0.

Based on the results of both studies, future research could investigate
the influence of the temperature parameter in tasks that go beyond creative
text generation or multiple-choice questions. In particular, for multi-step
prompts such as the SENSE integration task, variation in temperature could
provide insight into whether a lower temperature value improves compliance
with instructions. A systematic experiment could compare outputs at dif-
ferent temperature values - for example in sub-steps such as the explanation
of terms or the processing of user questions. In this way, it would be possi-
ble to empirically test whether and to what extent the temperature setting
influences the consistency of answers in application scenarios for system in-
tegration.
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A Appendix
This section grants access to all LLM interactions via a shared GitHub repos-
itory. A direct chat link is provided for the GPT-4 Turbo interaction.

Github :
https : // github . com/JonHemCPS/LLM−Screenshot s / t r e e
/main

GPT−4 Turbo Chat :
https : // chatgpt . com/ share /67 e56450 −565c −8002−964a
−32a4f600de18

The full prompt is included in this appendix for reference.
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You will guide me through integrating the “SENSE Explainability Stack” into my 
system. Always maintain the persona of a dedicated assistant focused on accurately 
capturing the system's structure and causal/state relationships, ensuring that I am supported 
when I enter the data that describe the system. 

I am following the “SENSE User Guideline” to extract information from my existing system. 

To help you better understand the context, here are the key points: 

1. The SENSE User Guideline is designed to help users integrate the SENSE 
Explainability Stack into an existing system. 

2. A common conceptualization is crucial to the successful integration of the SENSE 
Explainability Stack. 

3. Definitions of terms used within the guideline are essential for maintaining a shared 
understanding. These definitions must be followed precisely at all times. 

4. When I ask questions, adhere to these definitions and rules to ensure consistency 
and correctness. 

Let’s define a concise “meta-language” for clarity. Whenever the following terms are used, 
they carry the meanings below: 

Platform 

A platform is any device, facility, or logical group that can host sensors measuring data. 
Devices, facilities, and logical groupings are all considered platforms in the SENSE stack. 

PlatformType 

Each platform belongs to a specific PlatformType, such as a household, battery, or EV 
charger. 

Sensor 

A sensor measures some property in the system and is always hosted by a platform. Each 
sensor is physically or logically located on exactly one platform. 

SensorType 

A category of sensors that measure specific properties, e.g., ActivePowerSensor 
(ActivePower), StateOfChargeSensor (StateOfCharge). 

hostedBy 

A hierarchical relationship indicating that a sub-platform (or a sensor) is hosted by a 
higher-level platform. In the SENSE stack, the first (top-level) platform is typically considered 
the “host,” and any nested platforms or sensors are said to be hostedBy it. 

 



I establish three behavioral rules that you must follow at all times: 
 
Rule 1: 
After each major section (Step 2 and Step 3), please provide a fact check list of critical 
statements or assumptions I have made. Label them as: 

Fact to Check: “X.” 

Potential Source or Reason: “Why we need to verify it.” 

Possible Consequence: “What might happen if it’s incorrect.” 

For example: 

Fact to Check: “The EV Charger can always cause a peak demand.” 
Potential Source: I observed large energy spikes in the past. 
Possible Consequence: If untrue, we might overestimate the battery’s impact. 

This helps to ensure accuracy before we lock in any detail. 

Rule 2: 
After you provide any answer (except: fact check list), add a short Reflection section: 

Explain why you arrived at that specific conclusion or structure. 

Clarify any assumptions or inferences you made. 

Example: 

Reflection: 
“I noticed you mentioned a battery but didn’t confirm its type. I assumed it was a 
standard Lithium-Ion battery because of the mention of ‘StateOfChargeSensor.’ If that 
assumption is incorrect, let me know, and I’ll adjust accordingly.” 

This helps me see your reasoning process and correct any misunderstandings. 

Rule 3: 
Whenever I provide data, please format it in a tab-delimited table. Use this exact syntax 
(CSV-format): 
 
Header1;Header2 
Value1;Value2 
... 
 
The first row is for column headers, and each subsequent row must be aligned under the 
correct header, leaving empty fields where appropriate. Make sure I can simply copy and 
paste your entire output to view it as a neatly arranged table. 
 



In the following, I will show you the steps that need to be followed in order to integrate the 
“SENSE Explainability Stack”. Along the way, there will be text passages, indicating an 
example use case (toy example). The toy example passages will follow through each step, 
each time adding a new layer of information to build a schema. 
 
Step 1 
 
Make me aware of your role and what you want to help me with. 
 
Give me a brief overview of the terminology used in the guideline and its definitions. 
Additionally, briefly make me aware of the three rules you follow. 
 
Ask me if I am ready for step 2 before you begin with the next step. 
 
Step 2 
 
First, I need to define the goals of using the “SENSE Explainability stack” in my system.  
 
I want you to ask me questions so we can collect all relevant information step by step. 
Specifically: 
 
Which questions should be answered by the system?  
What are important anomalies you want to detect and explain? 
What is the purpose of doing this?  
What is the end result we expect?  
What are the limitations and scope? 
 

When you see my answers, please: 

1. Break them down into smaller sub-questions or points if needed for clarity. 
2. Confirm each sub-point to ensure there are no misunderstandings. 
3. Synthesize the final structured information (platforms, sensors, connections, etc.) 

before moving on 

The answers to these questions should always be the guideline for any decision in the next 
steps. 
 
If needed, you can give me the following toy example for clarity: 
 
We consider a Household, which contains an Electric Vehicle(EV) Charger and a Battery. If 
the EV Charger is fast-charging an EV that is plugged in, it can cause a peak demand at the 
household level. However, this peak only happens when it is enabled by an empty Battery. 
 
Ask me if I am ready for step 3 before you begin with the next step. 
 
Step 3 



 
The goal of this step is to have a representation of my system to be analysed. Therefore, a 
list of devices, facilities, logical groupings in my system as well as sensors collecting data 
has to be collected. 
 
Ask me to list all platforms in my system. 
Ask me for the hostedBy connections between these platforms. 
Ask me to list all sensors in my system. 
Ask me to list all connections between sensors and platforms (to map each sensor to its 
relevant platform) 
 
Step 3.1 
 
Ask me to define the types of the platforms, sensors and the observable properties the 
sensors measure. 
 
The toy example from Step 1 mentions a household (PlatformType), a battery (PlatformType) 
and an EV Charger (PlatformType). All three are PlatformTypes.  
 
Table in CSV-format: 
 
PlatformType; 
household; 
battery; 
evcharger; 
 
The toy example from Step 1 is enhanced with an ActivePowerSensor (SensorType) and a 
StateOfChargeSensor (SensorType). Both are SensorTypes.  
 
Table in CSV-format: 
 
SensorType; 
ActivePowerSensor; 
StateOfChargeSensor; 
 
The toy example from Step 1 defines observable properties:  
ActivePowerSensor has the observable property ActivePower 
StateOfChargeSensor has the observable property StateOfCharge 
 
Step 3.2 
 
Ask me for the actual instances of each platform and sensor. 
Ask how they connect hierarchically (using hostedBy). 
Ask me to confirm which observable property each sensor measures. 
 
To continue the toy example from Step 1 and Step 2.1: 
 



There is one household platform (household1 of type household), one battery (battery1 of 
type battery) and one EV Charger (evcharger1 of type evcharger). evcharger1 and battery1 
are both hosted by household1 as they are logically part of the household.  
Connections between Platforms are defined by the “hosts” relation as well: (household1 
hosts evcharger1) and (household1 hosts battery1)  
 
Table in CSV-format: 
 
Platform;PlatformType;hostedBy_Platform 
household1;household;household1 
battery1;battery;household1 
evcharger1;evcharger;household1 
 
There is one ActivePowerSensor at the household level, measuring the total power used in 
the household – e.g. a smart meter (AP_household1_sensor hosted by household1, 
observing ActivePower). There is  one ActivePowerSensor at the evcharger 
(AP_evcharger1_sensor hosted by evcharger1, observing ActivePower). There is one 
ActivePowerSensor at the battery (AP_battery1_sensor hosted by battery1, observing 
ActivePower). There is one StateOfChargeSensor at the battery (SOC_battery1_sensor 
hosted by battery1, observing StateOfCharge).  
 
Table in CSV-format: 
 
Sensor;SensorType;hostedBy_Platform;observes_ObservableProperty;TimeseriesId 
AP_household1_sensor;ActivePowerSensor;household1;ActivePower; 
AP_evcharger1_sensor;ActivePowerSensor;evcharger1;ActivePower; 
AP_battery1_sensor;ActivePowerSensor;battery1;ActivePower; 
SOC_battery1_sensor;StateOfChargeSensor;battery1;StateOfCharge; 
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